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ABSTRACT

This study examines intraseasonal (20–70 day) variability in the South Asian monsoon region during 1997/
98 in ensembles of 10 simulations with 10 different atmospheric general circulation models. The 10 ensemble
members for each model are forced with the same observed weekly sea surface temperature (SST) but differ
from each other in that they are started from different initial atmospheric conditions.

The results show considerable differences between the models in the simulated 20–70-day variability, ranging
from much weaker to much stronger than the observed. A key result is that the models do produce, to varying
degrees, a response to the imposed weekly SST. The forced variability tends to be largest in the Indian and
western Pacific Oceans where, for some models, it accounts for more than a quarter of the 20–70-day intraseasonal
variability in the upper-level velocity potential during these two years.

A case study of a strong observed Madden–Julian oscillation (MJO) event shows that the models produce an
ensemble mean eastward-propagating signal in the tropical precipitation field over the Indian Ocean and western
Pacific, similar to that found in the observations. The associated forced 200-mb velocity potential anomalies
are strongly phase locked with the precipitation anomalies, propagating slowly to the east (about 5 m s 21) with
a local zonal wavenumber-2 pattern that is generally consistent with the developing observed MJO. The simulated
and observed events are, however, approximately in quadrature, with the simulated response leading by 5–10
days. The phase lag occurs because, in the observations, the positive SST anomalies develop upstream of the
main convective center in the subsidence region of the MJO, while in the simulations, the forced component is
in phase with the SST.

For all the models examined here, the intraseasonal variability is dominated by the free (intraensemble)
component. The results of the case study presented here show that the free variability has a predominately zonal
wavenumber-1 pattern, and has propagation speeds (10–15 m s21) that are more typical of observed MJO
behavior away from the convectively active regions. The free variability appears to be synchronized with the
forced response, at least during the strong event examined here.

The results of this study support the idea that coupling with SSTs plays an important, though probably not
dominant, role in the MJO. The magnitude of the atmospheric response to the SST appears to be in the range
of 15%–30% of the 20–70-day variability over much of the tropical eastern Indian and western Pacific Oceans.
The results also highlight the need to use caution when interpreting atmospheric model simulations in which
the prescribed SST resolves MJO timescales.

1. Introduction

It is now well established that latent heat flux anom-
alies associated with the Madden–Julian oscillation
(MJO; Madden and Julian 1972) play an important role
in the development of intraseasonal sea surface tem-
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perature (SST) anomalies in the Indian and western Pa-
cific Oceans (Krishnamurti et al. 1988; Zhang and
McPhaden 1995). Recent studies (e.g., Zhang 1996;
Hendon and Glick 1997; Lau and Sui 1997; Sperber et
al. 1997; Shinoda et al. 1998; Jones et al. 1998) suggest
that both MJO-induced surface evaporative and radia-
tive flux anomalies contribute to intraseasonal anomalies
in SST. Hendon and Glick (1997) show that there are
differences between the ocean basins, in that the Indian
Ocean SST anomalies are primarily driven by surface
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insolation anomalies associated with convection, while
the western Pacific SST anomalies are driven by both
surface evaporation and insolation anomalies. Jones et
al. (1998) provide a general picture of the MJO–SST
relationship in which clear skies and reduced surface
winds ahead of the convection anomaly result in an
increase in surface net shortwave radiation and de-
creased surface latent heat fluxes that favor positive SST
anomalies. As the convection moves eastward over the
warmer SST, the increased cloudiness and enhanced sur-
face westerlies lead to reduced surface shortwave ra-
diation and enhanced surface evaporation that favor neg-
ative SST anomalies.

Wang and Xie (1998) used a simplified linear coupled
ocean–atmospheric model to carry out a theoretical
analysis of the impact of SST feedback on the MJO.
They found that the coupling produces SST anomalies
that lead the convective anomalies and act to destabilize
the atmospheric moist Kelvin wave and reduce its phase
speed to observed values. Flatau et al. (1997) investi-
gated the impact of SST on the simulated MJO in an
aquaplanet atmospheric general circulation model
(AGCM) with a simple empirical representation of an
ocean mixed layer. They found that the coupled model
produced a stronger and slower MJO. They suggest that
this occurred as a result of warmer SSTs to the east of
the convection that acted to destabilize the atmosphere
by increasing the moist static energy. Waliser et al.
(1999) show that, in another AGCM coupled to a slab
ocean model, an improved simulation of the MJO occurs
compared with simulations with the same model that
used a prescribed SST. They also attributed the im-
provements in the simulations to feedbacks with the
SSTs. They show, however, that positive SST anomalies
forced by latent heating and, to a lesser extent, insolation
anomalies to the east of the convection act to reinforce
meridional convergence associated with the wave con-
ditional instability of the second kind (CISK) mecha-
nism operating in the AGCM. Hendon (2000) investi-
gated the impact of air–sea coupling associated with the
MJO in yet another AGCM coupled to a comprehensive
ocean mixed layer model. That study found little impact
of the coupling on the simulated MJO and showed that
this was primarily due to deficiencies in the AGCM’s
latent heat flux that did not allow the formation of co-
herent SST anomalies.

Recently, Schubert and Wu (2001) found that, in an
ensemble of AGCM runs with prescribed weekly SSTs,
a significant forced ‘‘MJO-like’’ response occurred in
the simulations during those times when strong MJO
events occurred in the observations. This was inter-
preted as evidence of a potentially important feedback
of the intraseasonal SST variations on the MJO. The
current study extends the Schubert and Wu analysis by
carrying out a more detailed analysis of the response to
SST in ensembles of simulations with 10 different
AGCMs. The model runs were carried out as part of
the Asian–Australian Monsoon AGCM intercomparison

project sponsored by the World Climate Research Pro-
gram (WCRP) Climate Variability and Predictability
(CLIVAR) Asian–Australian Monsoon panel (Kang et
al. 2002).

Section 2 describes the simulated and observed data
and outlines the diagnostics and processing steps used
in the analysis. The results are presented in section 3.
In section 3a we present a review of the basic structure
of the MJO and its links to SST based on 17 years of
the National Centers for Environmental Prediction–Na-
tional Center for Atmospheric Research (NCEP–NCAR)
reanalysis and the Global Precipitation Climatology
Project (GPCP) precipitation observations. Section 3b
describes the simulated and the observed intraseasonal
variability for 1997/98. This includes the partition of
the simulated variance into a forced and free component.
Section 3c examines the link between SST and the MJO
for a particularly strong observed MJO event. The dis-
cussion and conclusions are given in section 4.

2. Data and analysis methods

a. Model simulations

The focus of the analysis is on the 2-yr 10-member
ensemble simulations from 10 different AGCMs made
available through the CLIVAR/GCM Monsoon inter-
comparison project. The AGCM simulations used here
are from the following institutions: Center for Ocean–
Land–Atmosphere Studies (COLA); Department of Nu-
merical Mathematics, Russian Academy of Sciences
(DNM); Goddard Space Flight Center (GSFC) Earth
Observing System (GEOS); State University of New
York–Goddard Laboratory for Atmospheres (SUNY–
GLA); Geophysical Fluid Dynamics Laboratory
(GFDL); Institute of Atmospheric Physics (IAP, China);
Indian Institute of Technology, Madras (IITM, Chennai,
India); Meteorological Research Institute (MRI, Japan);
National Center for Atmospheric Research (NCAR);
and Seoul National University (SNU, Seoul, Korea).
The details of the intercomparison project and the de-
scription of the participated models can be found in
Kang et al. (2002).

The 10-member ensemble AGCM simulations were
performed for the period 1 September 1996–31 August
1998. This period was originally chosen because it of-
fered the chance to look in detail at how the models
simulated the impacts on the Asian monsoon of a major
El Niño–Southern Oscillation (ENSO) event. The 10
ensemble members differ only in the initial atmospheric
conditions. The SSTs are prescribed from the weekly
SST data of Reynolds and Smith (1994). In addition to
the 1997/98 ensembles, the models were run for the
period 1979–98 with prescribed observed monthly SSTs
(see Kang et al. 2002). These longer runs were used to
produce, for each model, a 5-day-average (pentad) cli-
matology that serves as a reference for analyzing the
1997/98 time period. The basic model variables used
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here are precipitation and the 200- and 850-mb winds.
All GCM data were converted to a common spatial res-
olution of 2.08 latitude 3 2.58 longitude, although the
spatial resolution of the models varies from rhomboidal
truncation at wavenumber 15 to triangular truncation at
wavenumber 42. The velocity potential and stream-
function fields were computed from the winds at the
common resolution.

b. Observed data

The atmospheric circulation and surface fluxes are
obtained from the NCEP–NCAR reanalysis (Kalnay et
al. 1996). In section 3a, we analyze a long record (1982–
99) of NCEP–NCAR winds and surface latent heat and
net shortwave fluxes to review the link between the MJO
and sea surface temperatures. In sections 3b and 3c, we
use the 1997/98 NCEP–NCAR 850- and 200-mb winds
to compare with the model simulations for that time
period. The precipitation data consist of two GPCP
products with submonthly temporal resolution. The first
is a daily, 18 horizontal resolution, multisatellite pre-
cipitation dataset available beginning in January 1997
(Huffman et al. 2001). The second is a 5-day-averaged
(pentad) precipitation dataset available beginning in
January 1979 (Xie and Arkin 1997), and used here for
the period 1982–98. The pentad data were produced by
merging several kinds of precipitation data, including
gauge observations and estimates inferred from infrared
radiation (IR), outgoing longwave radiation (OLR), mi-
crowave sounding unit (MSU), and Special Sensor Mi-
crowave Imager (SSM/I) satellite observations.

c. Data processing

We took several steps to isolate the intraseasonal var-
iability in both the models and the observations. For the
reanalysis, pentad anomalies are computed from the
1982–98 pentad climatology. For the simulations, pen-
tad anomalies were computed from each model’s pentad
climatology described earlier. Unless noted otherwise,
all anomalies are filtered to retain only the timescales
between 20 and 70 days. The filter is a symmetric, 4-
pole, low-pass, tangent Butterworth filter described in
Oppenheim and Schafer (1975). The filter is applied
twice, first retaining timescales longer than 20 days and
then retaining timescales longer than 70 days. The band-
pass data are obtained by subtracting the two filtered
datasets. In our calculations, the end-point effect is re-
duced by extending the ends of the series by duplicating
the beginning and ending values.

1) FORCED AND FREE VARIABILITY

For the simulations, the total variance of a quantity
(x) is divided into forced (interensemble) and free (in-
traensemble) components. This terminology is consis-
tent with the idea that the ensemble mean of each model

must be forced by the specified boundary conditions
(SST anomalies), while the variations about each
model’s ensemble mean is uncorrelated with the SST,
and therefore must be internally generated. As we shall
see, the latter are not strictly free oscillations in that the
intraensemble variability may be synchronized in time
by the SST. An unbiased estimate of the interensemble
variance for a particular model is (see, e.g., Rowell et
al. 1995)

n 1
2 2 2s 5 [(x 2 [x ]) ] 2 s . (1)b «n 2 1 m

Here the overbar denotes a mean over the m 5 10 en-
semble members, the square brackets denote a mean
over n independent time periods, and the subscript b
indicates that it is the forced variance. The second term
on the right-hand side of (1) is proportional to the in-
traensemble or free variance (indicated by subscript «)
and ensures that the estimate of the forced variance is
unbiased. An unbiased estimate of the free variance is

m
2 2s 5 [ (x 2 x ) ]. (2)« m 2 1

The total variance is defined as the sum of (1) and (2).
The ratio of the forced variance to the total variance is
defined as

2sbP 5 . (3)b 2 2s 1 sb «

The ratio of the forced to free variance is defined as
2sbU 5 . (4)
2s«

Model-average estimates of Pb and U are obtained as
in (3) and (4), except that and are replaced by the2 2s sb «

averages of all the individual model forced and free
variance estimates. For the observations or reanalysis
we have only one realization, so that the total variance
is defined as

n
2 2s 5 [(x 2 [x]) ]. (5)

n 2 1

2) EOF AND COMPOSITE ANALYSIS

In section 3a, we produce a composite picture of the
evolution of the MJO. The composite is produced from
the 17 yr (1982–98) of NCEP–NCAR reanalysis data
using the leading principal component of the filtered
(20–70 day) 200-mb velocity potential field as an index
of the MJO. The principal components are the expansion
coefficients of a complex empirical orthogonal function
(CEOFs; e.g., Pfeffer et al. 1990) decomposition. The
CEOF decomposition provides an efficient spatial rep-
resentation of a traveling disturbance such as the MJO.
Details of the CEOF formulation may be found in Chang
et al. (2001) and are not repeated here. The results of



15 OCTOBER 2002 2865W U E T A L .

the CEOF decomposition lead to an expansion of a time
series of fields Z(x, y, t) that has the form

N

Z(x, y, t) 5 a (t)b (x, y) cos[u (x, y) 2 f (t)], (6)O p p p p
p51

where each component of (6) may be thought of as
representing a wave with phase shape cos[up(x, y)] and
time-dependent phase fp(t), the amplitude of which is
modulated in space by bp(x, y) and in time by ap(t).

The composite fields described in the next section are
obtained by averaging the fields for the appropriate
phase of the first CEOF only during those times when
the magnitude of ap(t) exceeded one standard deviation.

3. Results

The results are divided into three sections. In section
3a we present a review of the basic structure of the MJO
and its links to SST based on 17 yr of observations and
analyses. Section 3b evaluates the 1997/98 observed and
simulated intraseasonal variability, and section 3c is a
case study of a strong MJO event during 1997.

a. The composite MJO

In this section we summarize the relevant character-
istics of the canonical ‘‘observed’’ MJO in order to pro-
vide a context for interpreting the subsequent results
that are based entirely on the period 1997/98 (the period
covered by the model simulations). We begin by com-
puting the complex EOFs [CEOFs, see section 2c(2)]
of the filtered (20–70 days) 200-mb velocity potential
anomalies (VLPAs) for all seasons for the period 1982–
98. The leading CEOF accounts for three-fourths of the
filtered variance and represents a traveling zonal wave-
number-1 disturbance. The results (Figs. 1–2) are dis-
played as composites, computed using the time series
of the amplitude of the leading CEOF as an index and
averaging according to the phase of the oscillation. Val-
ues are included in the composite only for those times
when the amplitude of the CEOF exceeds one standard
deviation. The zonal wavenumber–1 structure and east-
ward propagation of the VLPAs shown in these figures
are consistent with previous analyses of the MJO (e.g.,
Weickmann et al. 1985; Hendon and Salby 1994). The
timescale of the oscillation is (again consistent with the
MJO) predominantly between 30 and 60 days (see
Chang et al. 2001), so that the panels in Fig. 1 show
events that are approximately 5 days apart.

The left panel of Fig. 1 shows the composite-filtered
200-mb velocity potential (contoured) and precipitation
(shaded) anomalies associated with CEOF 1. The com-
posite picture shows that, as the rising branch of the
MJO enters the Indian Ocean, the precipitation is en-
hanced on its leading edge (phases 21808 to 21358).
The maximum precipitation anomaly occurs at a phase
of 2908, when it is centered on the rising branch of the

MJO near 908E longitude. This is consistent with pre-
vious studies (e.g., Hendon and Salby 1994). At a phase
of 2458 the precipitation anomalies split, with two local
maxima (one north and one south of the equator) on the
trailing edge of the rising branch, and a single maximum
on the leading edge. The northern precipitation anomaly
subsequently moves north-northeast over India, the Bay
of Bengal, Indochina, and the Pacific warm pool. This
is reminiscent of the typical evolution of low-frequency
intraseasonal summer monsoon fluctuations in that re-
gion (e.g., Yasunari 1981; Wu et al. 1999). Beyond a
phase of 08, the rising branch of the MJO becomes de-
coupled from the precipitation anomalies that them-
selves become weak. As the sinking branch enters the
Indian Ocean (phase .08), the precipitation anomalies
are approximately repeated but with the opposite sign
to those during the phases 21808 to 08.

The right panel of Fig. 1 is the same as the left panel
except for the composite evolution of the filtered SST
anomalies. The SST anomalies show evidence of east-
ward propagation over the Indian Ocean and western
Pacific warm pool as the CEOF cycles through the phas-
es 21808 to 08. In this region, the warmest SSTs tend
to occur on the leading edge of the rising branch of the
MJO. In the eastern Pacific, the SST anomalies tend to
be positive during the phases 21808 to 21358 and neg-
ative during the phases 2908 and 1908 to 11808. This
suggests that the development of the MJO (or at least
the convectively active Indian Ocean phase) is favored
when warm SST occurs in both the Indian and eastern
Pacific Oceans. Comparing the two panels of Fig. 1, we
see that the correspondence between the precipitation
and SST anomalies is rather complex. The positive pre-
cipitation anomalies develop just south of India in the
presence of warm SST anomalies (top panels of Fig. 1).
For the next 10–15 days the center of the warm pre-
cipitation anomalies moves very little (about 108 lon-
gitude), while warm SST anomalies develop farther to
the east over Indonesia and the Pacific warm pool. At
phases 2458 and 08, after the precipitation anomalies
have split, the eastern component of the positive pre-
cipitation anomalies appear to be linked to (but occur
just west of ) very localized warm SST anomalies near
1658E longitude.

In Fig. 2, we summarize the relationships between
the composite SST anomalies and several other fields
using phase–longitude plots. The top-left panel shows
that positive SST anomalies tend to occur on the leading
edge of (just east of ) the main rising branch of the MJO
in the Indian Ocean and western Pacific. Our results
concerning the forcing of the SST anomalies by latent
heat and shortwave flux are generally consistent with
previous studies. We find that the latent heat flux anom-
alies tend to lead the SST anomalies in both the Indian
and western Pacific Oceans, with reduced (enhanced)
latent heating leading warm (cold) SST anomalies (low-
er-left panel of Fig. 2). The lag time is somewhat var-
iable but tends to be about 5–10 days. Also, the net
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FIG. 1. The composite evolution of the MJO using the leading complex EOF of the filtered (20–70 day)
NCEP–NCAR reanalysis 200-mb velocity potential field as an index. The composite evolution goes through
a complete cycle (21808 to 1808 phase). The results are based on the period 1982–98: values are included
in the composite for only those times when the amplitude of the leading EOF is greater than one standard
deviation. (left) GPCP precipitation (shaded) and 200-mb velocity potential (contours). (right) SST (shaded)
with significance values contoured at 20%, 10%, and 5%. Units for velocity potential are m2 s21.

shortwave flux anomalies are such that enhanced (re-
duced) shortwave flux leads warm (cold) SST anomalies
by 5–10 days (upper-right panel of Fig. 2). It is, how-
ever, important to keep in mind that the reanalysis flux
quantities are model generated and, therefore, are sub-
ject to model bias errors. Shinoda et al. (1999), for
example, show that while the NCEP–NCAR reanalysis
latent heat fluxes are reasonable, the shortwave fluxes
are about half the amplitude of satellite-based estimates

on intraseasonal timescales. In the eastern Pacific
Ocean, there is no clear relationship between the SST
and either the insolation or the latent heat flux anom-
alies. The lower-right panel of Fig. 2 shows that the SST
anomalies west of 1808 tend to lead the main precipi-
tation anomalies supporting the results of Waliser et al.
(1999) and others, that suggest a feedback role for the
SST in the development of the MJO. In the western
Pacific Ocean the lag between the SST and precipitation
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FIG. 2. Same as in Fig. 1, but for phase–longitude diagrams for various fields averaged between 68S and
68N. (top left) The 200-mb velocity potential (shaded) and the SST (contours start at 60.038C). Units for
velocity potential are m2 s21. (top right) The SST (shaded) and the NCEP–NCAR reanalysis net surface
shortwave flux at the surface (contours start at 63 W m22). (bottom left) The SST (shaded) and NCEP–
NCAR latent heat flux (contours start at 63 W m22). (bottom right) The SST (shaded) and the observed
precipitation (contours start at 60.5 mm day21). The bottom grayshade bar refers to the SST fields.

anomalies appears to be about 10 days, while in the
Indian Ocean the lag is about 5 days.

We next look for the signature of the above canonical
MJO development during 1997/98 in both the obser-
vations and model simulations.

b. Simulated intraseasonal variability for 1997/98

We begin by describing the intraseasonal variability
in both the model simulations and the observations for

the period September 1996–August 1998. The basic ob-
served and simulated climatology and the 1997/98 cir-
culation and precipitation anomalies are documented in
Kang et al. (2002) and Schubert and Wu (2001), and
will not be repeated here. The filtered fields from the
simulations are decomposed into forced and free com-
ponents as described in section 2c(1). While our purpose
here is not to highlight differences between the models,
we do show how the models compare in the partition
of the forced and free variance. For the most part, we
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FIG. 3. (a) Latitude–time section of the observed daily precipitation (mm day21) averaged between 758 and 858E. Values are only available
beginning Jan 1997. The shading denotes the total precipitation and the contours denote the precipitation filtered to retain timescales between
20 and 70 days. (b) Same as (a), but for the ensemble and model mean precipitation. For the filtered data we outline in (a) the 61 mm
day21 values, and in (b) the 60.5 mm day21 values.

focus on the averages over all model simulations allow-
ing us to obtain greater confidence in the significance
of the results. One difficulty with this model composite
approach is that the models show such a wide range in
the simulated intraseasonal variability, that it is unlikely
that they represent equally likely estimates of nature.

The important role of intraseasonal variations in the
seasonal evolution of the rainfall in the southwest mon-
soon region is illustrated in Fig. 3 by the total rainfall
(shaded) and the rainfall coming from MJO timescales
(20–70 days) averaged over the longitudes spanning the
Indian subcontinent (758–858E). The observed rainfall
(GPCP) is shown in Fig. 3a, and the rainfall obtained
by averaging all the simulations is shown in Fig. 3b.
The observations show a clear northward progression
of the rainfall from the Southern Hemisphere into the
Northern Hemisphere that tends to occur on the MJO
timescales. For example, the May increase and late
May–early June break in the monsoon rainfall during
1997 coincides with the positive and negative rainfall
anomalies associated with the MJO timescales. The
grand mean of the AGCM simulations (Fig. 3b) shows
a similar though more gradual seasonal evolution. This

is, to some extent, to be expected since the results are
an average over many cases so that individual MJO
events (to the extent that they are simulated by the mod-
els) are averaged out. Perhaps the most surprising aspect
of Fig. 3b is that there is evidence of MJO variability
in the model simulations that is not averaged out (the
contours of 20–70-day variability shown in Fig. 3b),
but is common to all (or at least many) of the 100 AGCM
simulations. This is consistent with the results of Schu-
bert and Wu (2001) based on just one of the AGCMs
included here (the GEOS model). The fact that we find
such an ensemble mean MJO signal in the grand en-
semble and model mean suggests that further study of
the nature of this apparently forced variability is war-
ranted.

Figure 4 shows a time–longitude diagram of the un-
filtered 200-hPa pentad VLPAs averaged between 58 and
108N. The NCEP–NCAR reanalysis shows evidence of
substantial MJO activity especially during the first half
of 1997 when there are well-defined propagating anom-
alies. The late May–early June Indian monsoon break
mentioned earlier is also evident here. During late 1997
and 1998, we see a low-frequency shift that appears to
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FIG. 4. (a) A longitude–time section of the NCEP–NCAR reanalysis 200-mb velocity potential unfiltered
pentad anomalies averaged between 58 and 108N. The contours are the same quantity, except for the ensemble
and model mean anomaly fields. (b) A repeat of the ensemble and model mean anomaly fields with super-
imposed contours of three significance levels (20%, 10%, and 5%). (c) The intraensemble variance (averaged
over all models) of the filtered (20–70 day) 200-mb velocity potential anomalies averaged between 58 and
108N. Units are m2 s21 for the mean and (m2 s21)2 for the variance.

be the signature of the developing ENSO. There is also
evidence of MJO variability during the spring and sum-
mer of 1998 [though with somewhat shorter timescales
compared with 1997; see also Schubert and Wu (2001)].
The ensemble and model-mean unfiltered pentad VLPAs
(deviations from each models pentad climatology) are
superimposed as contours in Fig. 4a and repeated in
color in the Fig. 4b. The three contour levels in Fig. 4b

indicate the regions where the ensemble mean values
are significant at the 20%, 10%, and 5% level, based
on a t test. The simulated VLPAs display significant
MJO signals that occur at approximately the time when
major events occurred in nature. The ensemble mean of
the simulated events, however, are weaker than the
anomalies found in the reanalysis. They also tend to
lead; in fact, they tend to be in quadrature with, the
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observed anomalies. We will return to the issue of the
phasing of the events in the next section. These results
are consistent with the results from the GEOS model
reported in Schubert and Wu (2001), and suggest that
the models are responding to the intraseasonal vari-
ability in the specified weekly SST observations.

Figure 4c shows the evolution of the 20–70-day fil-
tered intraensemble or free variance, (averaged over2s«

all models). This shows that enhanced free variability
in the velocity potential tends to coincide with periods
during which enhanced ensemble mean velocity poten-
tial anomalies occur. This is particularly evident in 1998
when there is a substantial increase in the free variability
east of about 1208W in a region of positive ensemble
mean anomalies (associated with an ENSO-related shift
in the Walker circulation). After June 1998, there is also
an increase in variability west of 1208W coinciding with
the development of negative ensemble mean anomalies
over the eastern Indian Ocean.

Figure 5 shows maps of the total 20–70-day filtered
intraseasonal variance simulated by each model and
compares them with the results from the NCEP–NCAR
reanalysis. We see that the models exhibit a wide range
of variability. On one extreme is the IAP model that
shows variability more than twice that of the reanalysis
throughout the Tropics. On the other end of the spectrum
is the DNM model, which has variance about a factor
of 10 less than that of the reanalysis. The GFDL model
appears to be closest to the reanalysis showing vari-
ability that is similar to the reanalysis in both magnitude
and spatial distribution.

We next partition the simulated filtered intraseasonal
variability into forced (variance of the ensemble mean)
and free (intraensemble variance) components as de-
scribed in section 2c(1). The results, shown in Fig. 6,
indicate that for all the models the free variance dom-
inates the intraseasonal filtered variability. All the mod-
els have forced variability that is largest over the eastern
Indian Ocean and the western Pacific Ocean. Again,
there are, however, substantial differences between the
models in both the magnitude and in the partition of the
forced and free variability. The SUNY–GLA model has
the largest forced variability while the DNM model has
the weakest. The large IAP model variability mentioned
earlier is mostly in the free component. The partition
of the variance is seen more clearly in Fig. 7, which
shows, in the left panel, the ratio of the forced to total
filtered variability (Pb) and, in the right panel, the ratio
of the forced to free filtered variability (U). The SUNY–
GLA and DNM models have the largest values of Pb

with values exceeding 30% over parts of the eastern
Indian Ocean and/or the western Pacific Ocean. The
MRI, NCAR, and SNU models also have substantial
fractions of the variability in the forced component with
values of Pb exceeding 20% over much of the western
Pacific and Indian Oceans. The two models with the
most realistic total variance (see Fig. 5) show consid-
erable differences in Pb, with the GFDL model showing

values that are generally less than 20%, compared with
more than 30% for the SUNY–GLA model. More than
half of the models have signal (the forced response) to
noise ratios (U) that are greater than 30%.

c. A case study

In this section, we examine in some detail a particular
MJO event that occurred during the spring of 1997.
Figure 8 shows the time series of the simulated and
reanalysis filtered 200-mb velocity potential and the
SST for a region in the tropical Indian Ocean. Here we
have changed the sign on the VLPAs to show more
clearly the phasing with the SST anomalies. All the time
series show substantial intraseasonal oscillations during
the first half of 1997. The reanalysis and simulated
VLPAs appear to be synchronized with each other and
with the SST anomalies though the exact phasing ap-
pears to change somewhat with time. The model sim-
ulations show VLPAs that are strongly coupled with the
SST anomalies, with warm SST anomalies associated
with negative VLPAs. The reanalysis velocity potential
also shows a link to the SST though at times it is nearly
in quadrature with the SST (e.g., during September–
October and during April 1997), consistent with the
picture presented in section 3a, and in earlier studies of
clear skies (positive VLPAs) and reduced winds leading
to a warmer ocean (e.g., Jones et al. 1998). To better
understand these relationships we next focus on the MJO
event that occurred during the time period 12 February–
12 May 1997. This event was chosen because it is one
of the most pronounced oscillations to occur during
these two years, and it is not immediately preceded by
other large events that could introduce SST anomalies
that persist into the next event. We therefore hope to
obtain a clearer picture of the link between the devel-
opment of SST anomalies and the MJO.

The left panel of Fig. 9 shows the filtered (20–70
day) SST anomalies (deviations from the 1982–98 cli-
matology) averaged every 10 days. While the field is
somewhat noisy, there is evidence, beginning in Feb-
ruary, of eastward propagation of the cold anomalies
from the Indian Ocean into the western Pacific. Also,
the warm SST anomalies that develop over the western
Indian Ocean at the beginning of March appear to prop-
agate into the western Pacific in about 40 days. The
propagation of the anomalies is shown more clearly in
the Hovmoeller diagram of the SST within 6108 of the
equator (right panel of Fig. 9).

The simulated and reanalysis filtered 200-mb VLPAs
for that period are shown in Fig. 10. The simulated
results (left panel) are the average over all ensemble
members and models (the forced component). The sim-
ulations show a coherent time evolution, with a dipole
structure developing over the Indian Ocean and Indo-
nesia that has a spatial-scale consistent with about a
wavenumber-2 structure, which then strengthens and
propagates slowly (about 5 m s21) to the east. A com-
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FIG. 5. The total variance of the filtered (20–70 day) 200-mb velocity potential for (left) each model and
(right) the NCEP–NCAR reanalysis for the time period Sep 1996–Aug 1998. Units are m4 s22.

parison with the SST anomalies in Fig. 9 shows that
the development is roughly consistent with the SST in
the sense that anomalous rising motion tends to coincide
with warm SST anomalies and anomalous sinking mo-
tion tends to coincide with cold SST anomalies (see also
Fig. 8). The reanalysis shows a qualitatively similar evo-
lution, starting also as a wavenumber-2 dipole over the
Indian Ocean and the central Pacific and propagating to

the east, though after about 30 days it evolves into a
zonal wavenumber–1 structure characteristic of the
MJO. Figure 10 also shows that the simulated and ob-
served anomalies are not in phase, but tend to be in
quadrature with the simulations leading the observed
anomalies in the Eastern Hemisphere. In fact, if one
were to shift the simulated anomalies about 10 days
back (one panel in Fig. 10), the observed and simulated
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FIG. 6. (left) The forced (interensemble) variance of the filtered (20–70 day) 200-mb velocity potential
for each model. (right) The free (intraensemble) variance of the filtered (20–70 day) 200-mb velocity potential
for each model. Units are m4 s22.

anomalies would be nearly in phase throughout much
of the Eastern Hemisphere. This is quantified in Fig.
11, which shows the lag correlations between the sim-
ulated and observed anomalies. This shows that the larg-
est positive correlations (.0.90) occur over the Indian
Ocean when the simulated anomalies lead the observed
by 10 days. An examination of the correlations between
the observed and the ensemble mean simulations for
each model (not shown) indicates that the phase lag in

the convectively active regions is fairly robust, with
values ranging between about 5 and 15 days. Over the
western Pacific Ocean, the simulated anomalies lead by
about 5 days. Since the anomalies oscillate in time, neg-
ative correlations tend to occur at opposite (positive)
lags.

While the reanalysis shows the anomaly propagating
around the globe, the simulated ensemble mean anom-
alies are largely confined to longitudes west of about
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FIG. 7. (left) The ratio of the forced (interensemble) to total variance of the filtered (20–70 day) 200-mb
velocity potential for each model (Pb). (right) Same as the left but for the ratio of the forced (interensemble)
to free (intraensemble) variance (U ).

1208W. As we shall see next, this reflects the strong link
between the ensemble mean velocity potential and SST
anomalies in the Indian and western Pacific Oceans.
Note that the mean simulated anomalies are about a
factor of 3 or 4 smaller than the reanalysis anomalies.
This is presumably in part due to the averaging process:
the anomalies from the reanalysis represent a single re-
alization (including both forced and free components).

Outside the convectively active region, the simulated
variability is primarily free and the averaging tends to
cancel out the anomalies from the various runs: we will
discuss the nature of the free variability later in this
section.

Figure 12 is the same as Fig. 10, except for the pre-
cipitation anomalies. The superimposed contours are a
repeat of the VLPAs from Fig. 10. The results show a
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FIG. 8. Time series of the 20–70-day filtered 200-mb velocity potential (multiplied by 21) and SST anomalies averaged from 108S–108N
to 608–1008E. The red curve is the ensemble and model mean velocity potential. Multiply values by 1.0 3 106 to get units of m2 s21. The
blue curve is the NCEP–NCAR reanalysis velocity potential. Multiply values by 3.3 3 106 to get units of m2 s21. The black curve is the
SST in units of 0.18C.

strong relationship between the precipitation and
VLPAs, especially for the simulations. For example, in
the beginning of March both the models and the re-
analysis show enhanced precipitation south of the equa-
tor near the date line and generally reduced precipitation
to the west. Both the simulations and the model show
a local zonal wavenumber-2 velocity potential ‘‘re-
sponse’’ to the precipitation anomalies. Subsequently,
the reanalysis VLPAs propagate eastward and appear to
decouple from the rainfall anomalies, and develop into
a wavenumber-1 structure. The mean simulated anom-
alies, on the other hand, remain in lock step with the
precipitation anomalies. The simulated mean precipi-
tation anomalies in the Indian Ocean and western trop-
ical Pacific (left panel of Fig. 12) appear to be strongly
linked to the SST anomalies (Fig. 9). The observed
precipitation anomalies (right panel of Fig. 12), show
less of a direct spatial coherence with the SST anom-
alies, especially over the Indian Ocean.

While the previous results focused on the ensemble
mean forced response to the SST, we can also examine
the structure of the free (intraensemble) variability dur-
ing the 12 February–12 May time period. We accom-
plish this by computing the intraensemble variance and
its time lag correlations. In particular, we compute the
lag correlations between the free (intraensemble) fluc-
tuations in the 200-mb velocity potential at a base region

(an average over the region 158S–108N, 808–1108E and
a base time (the 10-day average of 24 March–2 April),
with the free fluctuations in the velocity potential at all
grid points and other times. We compute an ‘‘all model’’
lag correlation by averaging the covariances and vari-
ances over all the models before dividing to compute a
correlation.

The evolution of the intraensemble variance (left pan-
el of Fig. 13) shows a general increase in time over
Indonesia and the western Pacific through 3 April, fol-
lowed by a decline. Over Africa and the Indian Ocean,
the variance is largest during April, whereas over South
America it peaks at the beginning of March. There does
not appear to be a strong correspondence between the
evolution of the signal (Fig. 12) and the intraensemble
variance in Fig. 13. The lag correlation results (right
panel of Fig. 13) provide a picture of the spatial structure
and evolution of the free variability that is different from
that of the forced response shown in Fig. 10 (left panel).
Instead of the slowly propagating, predominantly local
wavenumber-2 pattern in the Western Hemisphere, the
free variability is characterized by a faster propagating
(about 10–15 m s21) zonal wavenumber-1 structure that
is more reminiscent of the behavior of the observed
MJO away from the convectively active regions of the
western Pacific and Indian Oceans (cf. right panel of
Fig. 10). Note that the fact that we obtain a coherent



15 OCTOBER 2002 2875W U E T A L .

FIG. 9. (left) Ten-day averages of the filtered (20–70 day) SST anomalies for the period 12 Feb–12 May
1997. (right) Hovmoeller diagram of the SST within 6108 of the equator. Lower color bar is for the right
panel. Units are 8C.

lag correlation signal at all, suggests that the free var-
iability must be, to some extent, synchronized with the
forced response (though it could be of either sign). We
have also computed the EOFs of the free variability for
this time period (not shown), and found that the leading
modes have a structure that is very similar to that shown
in the right panel of Fig. 13. In those calculations, the
EOFs were computed from the extended correlation ma-

trix that includes all pentads between 12 February and
12 May 1997.

The above results show that the free and forced vari-
ations have substantially different characteristics. The free
variability is similar in structure and phase speed to the
observed MJO away from the convectively active regions
of the western Pacific and Indian Oceans. The forced re-
sponse, on the other hand, is largely confined to the con-
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FIG. 10. (left) Ten-day averages of the filtered (20–70 day) ensemble and model mean 200-mb velocity
potential field for the period 12 Feb–12 May 1997. (right) Ten-day averages of the NCEP–NCAR reanalysis
filtered (20–70 day) 200-mb velocity potential anomalies for the period 12 Feb–12 May 1997. The reanalysis
anomalies are computed as deviations from the 1982–98 climatology of 10-day averages. Units are m 2 s21.

vectively active regions, and tends to lead the observed
MJO by about 10 days. This appears to reflect the fact
that in nature, warm SST anomalies develop ahead of the
MJO’s main convective center, while the cold anomalies
develop behind it (Fig. 2). In the model simulations, the
response is, however, in phase with the SST, and one might
argue that this response is indicative of the feedback to
the SST that occurs in nature on, for example, the leading
edge of the convective center of the MJO.

4. Summary and conclusions
There is growing observational and theoretical evi-

dence that the atmospheric MJO is part of a coupled

atmosphere–ocean phenomena (e.g., Zhang 1996; Hen-
don and Glick 1997; Wang and Xie 1998; Jones et al.
1998). This is bolstered by recent studies employing
AGCMs coupled to mixed-layer ocean models that note
improved simulations of the MJO (Flatau et al. 1997;
Waliser et al. 1999). The results are, however, model
dependent and the degree of improvement (and possibly
the mechanisms involved) appear to depend on the dif-
fering capabilities of the uncoupled AGCMs to simulate
the MJO (Hendon 2000).

This study took a somewhat different approach to
addressing the MJO–SST coupling issue by examining
whether AGCMs run with prescribed SSTs exhibit a
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FIG. 11. Lag correlations between the filtered (20–70 day) ensem-
ble/model mean and the observed (reanalysis) 200-mb velocity po-
tential anomalies computed over for the period 12 Feb–12 May 1997.
Negative lags indicate the simulated anomalies lead the observed
anomalies.

significant atmospheric respond to the SST on intrasea-
sonal timescales. In light of the strong model depen-
dence of the results noted above, we employed ensem-
bles of simulations produced by 10 different AGCMs.
These runs were produced using observed weekly SSTs
for the 2-yr period 1997/98 as part of the Asian–Aus-
tralian Monsoon AGCM intercomparison project spon-
sored by the World Climate Research Program/CLIVAR
Asian–Australian Monsoon panel (Kang et al. 2002).

The analysis involved decomposing the 20–70-day
variability into forced (interensemble) and free (intraen-
semble) components. The results showed considerable
differences among the models in the representation of
the 20–70-day velocity potential variability at 200 mb,
ranging from much weaker to much larger than the ob-
served variance. A key result is that the models do pro-
duce, to varying degrees, an ensemble mean response
to the imposed weekly SST. The forced variability in
the models tends to be largest in the Indian and western
Pacific Oceans, and occurs primarily during periods of
strong observed MJO activity. For some models, the
forced (interensemble) variations account for more than
a quarter of the 20–70-day intraseasonal variability in
the upper-level velocity potential during these two years.

A case study of a strong MJO event showed that the
models produce an ensemble mean eastward-propa-
gating signal in the tropical precipitation field over the
Indian Ocean and western Pacific, similar to that found
for the MJO event in the observations. The associated
forced 200-mb VLPAs are strongly phase locked with
the precipitation anomalies, propagating slowly to the
east (about 5 m s21) with a local zonal wavenumber-
2 pattern that is generally consistent with the devel-
oping MJO found in the observations. A comparison
of the phases of the two phenomena, however, shows
that they are approximately in quadrature, with the
simulated response leading the observed by 5–10 days.
The phase lag occurs because, in the observations, the
positive SST anomalies develop upstream of the main
convective center in the subsidence region of the MJO,
as a result of reduced latent heat flux and increased
net surface insolation. In the simulations, the forced
component is in phase with the SST so that the sim-
ulated convection and VLPAs lead those of the ob-
servations by 5–10 days.

For all the models examined here, the intraseasonal
variability is dominated by the free (intraensemble)
component. Increases in the magnitude of the free var-
iability tend to coincide with periods during which the
forced response is strongest. The results of our case
study show that the free variability has a zonal wave-
number-1 pattern, and has propagation speeds (10–15
m s21) that are faster than those of the forced compo-
nent, and more typical of observed MJO behavior away
from the convectively active regions. Furthermore, we
found that the free variability appears to be synchro-
nized with the forced response, at least, during the strong
event studied here. The above results are significant
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FIG. 12. Same as Fig. 10, but for precipitation (shading) and a repeat of the 200-mb velocity potential
(contours, blue are negative values). (left) Values are the ensemble and model mean. (right) Values are the
GPCP precipitation and NCEP–NCAR reanalysis 200-mb velocity potential. Units for precipitation are mm
day21. Contour intervals for 200-mb velocity potential are, for the model results 60.3, 0.6, 0.9, 1.2, 1.5 3
106 m2 s21, and for the reanalysis 61, 3, 5, 7, 9, 11 3 106 m2 s21.

because, despite the lack of a direct link of the free
variability with the SST, the synchronization of the in-
traseasonal variability with the forced response provides
hope that we may nevertheless be able to predict some
aspects of the free component based on the SST.

The extent to which the ensemble/model mean sim-
ulated response to prescribed SSTs provides a reason-
able estimate of the magnitude of the true SST feedback
on the MJO is unclear. It is, of course, possible that the
SST feedback in the coupled problem is substantially
different from the response to prescribed SSTs. In fact,
the phase difference between the forced response in the
models and the response estimated from the observa-

tions suggests this may be the case. On the other hand,
one could argue that the phase difference is not incon-
sistent with an SST feedback that occurs on the leading
edge (and is a small fraction) of the main convective
anomaly of the MJO. Nevertheless, we suggest that our
analysis provides a reasonable estimate of the magnitude
of the feedback in the coupled problem, subject to model
errors as discussed below. This issue could be examined
in future studies by comparing AGCM runs in which
the same model is run in both coupled and uncoupled
modes. The phase difference also suggests that one must
be careful in the interpretation of tropical variability that
exists in AGCM simulations with prescribed SSTs,
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FIG. 13. (left) The intraensemble variance of the 200-mb velocity potential averaged over all models.
(right) The time lag correlations (3100) of the 200-mb velocity potential. The base period is the 10-day-
average period 24 Mar–2 Apr 1997 (158S–108N, 808–1108E). The lag correlations are computed between
the base region and all other grid points and 10-day-averaged time lags (60, 10, 20, 30, 40 days) over all
ensemble members and models. See text for details.

when those SSTs contain timescales short enough to
resolve the MJO.

Finally, the large range in the variability among the
10 models in both the relative (Pb) and absolute value
of the forced response shows that current convective
schemes vary considerably in their sensitivity to SSTs,
and indicates that the schemes have not yet converged
on the correct response (see also Slingo et al. 1996). It
is noteworthy that even for the two models with the
most realistic intraseasonal variability (GFDL and
SUNY–GLA), there are considerable differences in both
the magnitude and distribution of the forced variability.
Nevertheless, these results support the idea that coupling

with SSTs plays an important, though probably not dom-
inant, role in the MJO. The magnitude of the response
of the atmosphere to SSTs appears to be in the range
of 15%–30% of the total intraseasonal (20–70 day) var-
iability over much of the tropical eastern Indian and
western Pacific Oceans.
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